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Abstract of the contribution: Multiple alternate solutions to Key Issue 1 use packet marking mechanisms. This contribution combines the descriptions and discussions for all packet marking mechanisms into a single annex. 
1 Introduction

A number of the alternate solutions to Key Issue 1 of TR 23.800 use packet marking mechanisms as part of the solution. Rather than having repeated descriptions of each packet marking mechanism, this proposal adds a common section describing each of the potential packet marking mechanisms. Each solution also selects a packet marking mechanism based on this common information.

Proposal
It is proposed to modify the text as below in TR 23.800.
* * * Start of 1st proposed change * * * *
6.1.3.3.3
Mechanisms for packet marking

This alternative solution is based on the marking of downlink traffic belonging to an application by the TDF to enable the PCEF to recognize the application traffic which the TDF detected. A number of mechanisms for packet marking are outlined in Annex Y. 



Mechanisms that are based on marking in the IP header using DSCPs (in the Type of Service (TOS) (IPv4) / Traffic class (IPv6) fields) or Flow Labels (IPv6) have the advantage that the PCEF is already able to filter traffic based on such IP header information (cf. Section 6.2.2.2 in TS 23.203 [3]). PCC rules can thus become aware of the application traffic by setting the downlink SDF filter to the DSCP or Flow Label the TDF marked the downlink IP packets with.

· 
· 


* * * Start of 2nd proposed change * * * *
6.3.5.8
Mechanisms of Packet Marking

A number of mechanisms for packet marking are outlined in Annex Y. For this solution, the packet marking will be based on the charging key associated with the packet. Based on the analysis performed there, it is proposed that the GTP-U and GRE mechanisms are preferred for use with this solution.
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* * * Start of 3rd proposed change * * * *

Annex <Y>: Packet Marking Mechanisms

A number of packet marking mechanisms are outlined here. This annex provides a basis for evaluation of different packet marking mechanisms to be used in proposed solutions. These packet marking mechanisms are discussed and evaluated based on their ability to carry information related to a packet.
Y.1
DSCP

Y.1.1
Description

The Differentiated Services Code Point (DSCP) field in the Type of Service (TOS)(IPv4) / Traffic class (IPv6) fields  allows IP packets to be marked as they pass through the enforcement points. This allows marking of the relevant data on each IP packet so that it can be identified and interpreted at a later point. The PCEF is already able to filter traffic based on such IP header information (cf. Section 6.2.2.2 in TS 23.203 [3]). 

Y.1.2
Discussion

For a solution based on DSCP marking, the following requirements have to be fulfilled: 

· DSCP marking can only be applied if it can be guaranteed (e.g. through network configuration) that none of the network elements along the path between the TDF and PCEF performs DSCP (re-)marking, and that the standard DiffServ operation along this path is not disrupted. Using DSCP values with no standardised meaning in IETF prevents any IP router between TDF and PCEF to perform differentiated service scheduling for related IP packets unless it is updated or configured to support those DSCP values. This implies that sufficient network capacity must be guaranteed along the path between the TDF and PCEF so that the disabling of DiffServ packet forwarding has no detrimental impact on the end-to-end QoS. Alternatively, the available DSCP value range could be further separated into sub-ranges for the required DiffServ packet forwarding behaviours. By configuring the TDF as well as the IP routers accordingly, the impact on the end-to-end QoS can be avoided. 

· To guarantee that no external DSCP marking is forwarded (and would lead to a wrong classification at the PCEF), the TDF may be configured to perform DSCP marking for all passing IP packets. The TDF shall mark downlink IP packets not matching any ADC rule with a configured DSCP default value.

The DSCP field is quite small (6 bits), so if there are a large number possible packet markings there may not be enough space to represent them all statically. Therefore a dynamic mapping mechanism will be required.
DSCP is already used for other purposes in mobile operator’s networks and so it is likely that it is not available for use directly.

Y.2
Packet Tunnelling DSCP Field

Y.2.1
Description

As mentioned previously, the DSCP field may already be used for other purposes.  One way of overcoming this limitation is to use an IP tunnel and use the DSCP of the tunnel header to mark the packets. Depending on whether the traffic is IPv4 or IPv6, an IPv4 over IPv6 tunnelling mechanism such as that proposed in RFC 2473, or an IPv6 over IPv4 tunnel such as that proposed in RFC 4213 can be used. The tunnel exists only between the TDF and the PCEF. 

IPv4 packets will be tunnelled over IPv6 and use the DSCP field in the IPv6 header. Conversely, IPv6 packets will be tunnelled over IPv4 and use the DSCP field in the IPv4 header.

Y.2.2
Discussion

The DSCP field is quite small (6 bits), so if there are a large number possible packet markings there may not be enough space to represent them all statically. Therefore a dynamic mapping mechanism will be required.
If the original DSCP values are required in the link between the TDF and the PCEF, then the encapsulating and decapsulating points must swap the DSCP headers. For example, in the downlink direction if the TDF is encapsulating an IPv4 header into an IPv6 header, then the TDF can place the original IPv4 DSCP value into the IPv6 header and place the marking in the now encapsulated IPv4 DSCP field. When decapsulating the packet, the PCEF can place the original DSCP value back on the IPv4 flow.
Y.3
IPv6 Extension Headers

Y.3.1
Description

The extension headers provided by IPv6 can be used in order to mark the packets. For IPv4 flows, an IPv4 over IPv6 tunnelling mechanism such as that proposed in RFC 2473 can be used for IPv4 packets. Each IPv4 packet can be placed directly into an IPv6 packet (i.e. there is a one-to-one mapping between IPv4 packets and IPv6 packets).

The IPv6 extension headers are used to mark the packet, and a new header can be defined to allow this to occur. When the IPv6 packet is being decapsulated, the IPv6 extension headers are examined for the custom headers, and this is used to extract the marking for each packet.
Y.3.2
Discussion

The IPv6 headers are defined as being extensible and so there is sufficient room for a large number of different values. 

The extension headers are intended for internet layer information and it may be difficult (if not impossible) to define custom extension headers to carry this information. Interaction with the IETF will be required in order to use IPv6 extension headers.
Y.4
Flow Labels (IPv6)

Y.4.1
Description

If the application traffic is using IPv6, the marking could be directly in the IP header by assigning Flow Labels (IPv6) as defined in RFC 6437. The PCEF is already able to filter traffic based on such IP header information (cf. Section 6.2.2.2 in TS 23.203 [3]). The Flow Label can be used to mark packets so that the packets can be identified and interpreted at a later point. 
Y.4.2
Discussion
The size of the flow label field in the IP header is 20 bits, which should provide enough values for a large number of marking values. 

IPv4 packets can be tunnelled into an IPv6 stream in order to have the flow label marked. 
Flow labels may be used for other purposes already in a mobile operator’s network. Their intended purpose is to provide an indication to routers of packets belonging to the same flow [RFC 6437]. If the flow label is used for purposes other than routing indications (i.e. to mark a packet as would be the case here), this may interfere with pre-existing markings from external networks, and/or flow labels of the mobile operator. 
Once set, flow labels are not intended to be changed (section 2 of RFC 6437 states “Once set to a non-zero value, the Flow Label is expected to be delivered unchanged to the destination node(s).  A forwarding node MUST either leave a non-zero flow label value unchanged or change it only for compelling operational security reasons....”).
Y.5
VLAN Tagging

Y.5.1
Description

VLAN tagging can be used to mark packets. This is at a lower level to other mechanisms proposed here (layer 2). 
In this approach, the enforcement points are both connected to multiple VLANs, and the first enforcement point selects a VLAN to place the packets on depending on desired interpreted value associated with the packet. In cases where VLAN tagging is already present in a network, then double tagging can be utilised as outlined in IEEE 802.1ad.
The VLAN configuration uses VLAN tagging to identify VLANs (i.e. it will not be based on physical ports). Trunking is not required and data is only placed on a single VLAN.
Y.5.2
Discussion

The mapping of VLAN to markings at the PCEF and TDF can be either pre-configured statically, or can be dynamically assigned at session start.
In the case where the mapping is pre-configured statically, there is a one to one mapping between VLANs and the elements of the marking scheme. E.g. VLAN X corresponds to service X, VLAN Y corresponds to service Y etc. This requires only pre-configuration, but does require a large number of pre-configured VLANs. In this case, it is assumed that there is a limit of 4096 VLANs.

It is likely that mappings will need to be dynamically allocated so that the PCEF/TDF can re-use the packet markings for different things in different sessions. . I.e. for one session, VLAN X may correspond to service X, while in another session, VLAN X may correspond to service Y This requires fewer VLANs as it only needs the maximum number of markings that a single session can have (e.g. if each subscriber has no more than 10 services in any given session, then 10 VLANs are required).
It is assumed that the network configuration allows the use of VLANs between the TDF and the PCEF and that any network equipment in between the PCEF and the TDF (e.g. routers) allow VLAN tagged traffic. It is also assumed that any network equipment in between the PCEF and the TDF (e.g. routers) do not interfere with the VLAN mechanism or place packets on a different VLAN. 

Editor´s note: Ethernet switches usually route based on MAC addresses, and may keep MAC address distinct for different VLANs. Related implications of using different VLANs for different markings are FFS.
Y.6
GRE

Y.6.1
Description

Generic Routing Encapsulation (GRE) can be used to encapsulate packets over an IP network. This is defined in RFC 2784. It creates a point-to-point connection between the two enforcement points. The inner payload is encapsulated in an outer IP packet. This outer IP packet can then be marked using DSCP or any other relevant mechanism. 

Alternately, the Key field, described in RFC 2890, can be used in order to mark the packets – this is a 32 bit field and therefore would contain enough values to avoid dynamic marking.

Y.6.2
Discussion

Assuming that the Key field is used, there are a large number of possible values that can be used. This means that dynamic marking of packets can be avoided. GRE is also relatively lightweight and is commonly supported.
Y.7
GTP-U

Y.7.1
Description

GTP-U can be used as a tunnelling mechanism in order to convey information between the TDF and the PCEF. GTP-U has optional extension headers and defines a number of possible values for of this extension header [TS 29.281]. One of these extension headers is Service Class Indicator which is a suitable field for the purposes of packet marking. The Service Class Indicator is an 8-bit field.

If necessary, a new extension header could also be defined specifically for the purposes of marking this information.

Y.7.2
Discussion

The GTP-U protocol and the Service Class Indicator extension header are widely used already in 3GPP networks. For example, it is possible to transmit this extension header over the Gn/Gp, S5/S8 and S4 interfaces. This means that it is supported by a large number of the nodes in the network, including the PCEF/P-GW.

Currently, GTP-U/GTP-C are not used between the PCEF and the TDF since the TDF is uplink of the PCEF. However were GTP-U/GTP-C to be introduced between the PCEF and TDF, the Service Class Indicator would likely need to be re-used for other purposes. This issue is avoidable though if a new GTP-U value is introduced for the purposes of carrying this information.
Editor´s note: The details of the configuration of the GTP-U tunnels is FFS (for example, whether out of band signalling is required to set up GTP-U tunnels and whether GTP-C is also required).
The Service Class Indicator is one field that could be used for this purpose, but a new extension header could also be defined specifically for the purpose of marking this information.

Regarding dynamic marking of packets, if more values are required than can be fit into a Service Class Indicator, then there are a number of options available to avoid dynamic marking. Two such options are to define a new extension header or to chain multiple Service Class Identifiers together.

Y.8
Comparison of Packet Marking Mechanisms

	Mechanism
	Advantages
	Disadvantages
	Conclusion

	DSCP
	· Is commonly supported on routers

· Does not require the additional step of tunnelling
	· Will likely require dynamic mapping of markings.

· DSCP is already used for other purposes on mobile networks.
	Based on previous discussions (e.g. SIRIG), and the fact that DSCP is already commonly used in mobile operator networks it is not deemed a suitable choice as a packet marking mechanism.

	Packet Tunnelling DSCP Field.
	· Is commonly supported on routers

· It is possible to leave the existing DSCP headers untouched.
	· Will likely require dynamic mapping of markings.
	This mechanism is suitable for use, however it requires dynamic mapping due to a small DSCP field.

	IPv6 Extension Headers
	· Does not require tunnelling for IPv6 traffic (but does for IPv4 traffic)

· Can apply a large number of markings assuming a large enough field is allocated.
	· Required IETF interaction in order to create an extension header. 

· Extension headers are designed for internet layer information
	It is unlikely that this mechanism will work as the extension headers will be difficult to allocate/define.

	Flow Labels (IPv6)
	· Part of existing IPv6 header

· Lightweight (particularly for IPv6 packets)

· 20 bits long so dynamic mapping should not be required.
	· Modifying the flow label may interfere with existing routing mechanisms

· Flow labels are intended to be untouched once set
	This method is not suitable for use as flow labels cannot be modified.

	VLAN Tagging
	· Widely supported

· Lightweight

· If a limit of 4096 markings are assumed, then no dynamic marking is required
	· Will require dynamic mapping if more than 4096 markings are required.

· Additional network configuration may be required in order to not interfere with existing VLAN configuration 

· MAC based routing on Ethernet switches may lead to complications.
	This mechanism is only suitable for use in networks where the re-use of VLAN tags does not interfere with the VLAN configuration for routing.

	GRE
	· Lightweight tunnelling mechanism

· Commonly supported mechanism

· Does not require dynamic marking as the Key field is used
	· 
	This mechanism is suitable for use.

	GTP-U
	· Commonly supported by 3GPP nodes

· Lightweight

· Multiple options to avoid dynamic marking
	· May require out of band signalling to setup the GTP-U tunnel
	This mechanism is suitable for use.
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